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Abstract

We initiate the study of substrictly cyclic operators and algebras. As an application of this theory, we are able to give a description of the strongly closed ideals in the commutant of the Volterra operator, and quite a bit more.

1 Introduction

Strictly cyclic algebras were introduced by Lambert (see [9] and [10]) and studied extensively by Herrero in the papers [5] and [6]. A brief survey may be found in [14]. Let $\mathcal{H}$ denote a complex Hilbert space, and assume that there is a unital abelian multiplication defined on $\mathcal{H}$ that satisfies

$$||xy|| \leq k||x||||y||$$

for some constant $k$ and all $x, y \in \mathcal{H}$. Each element $x$ of $\mathcal{H}$ may then be thought of as an operator $M_x$ on $\mathcal{H}$, via

$$M_x y = xy,$$

and the map $M : \mathcal{H} \to B(\mathcal{H})$ is a bounded invertible isomorphism of $\mathcal{H}$ with the algebra of multipliers, whose inverse is evaluation at the unit. The algebra of multipliers is what people have called a strictly cyclic algebra, and if the algebra is singly generated, the multipliers corresponding to the generators have been called strictly cyclic operators.

---
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If an abelian algebra has a strict cyclic vector, i.e. a vector $e$ such that evaluation at $e$ maps the algebra onto the Hilbert space, then the evaluation at $e$ will also be injective, so the multiplication on the algebra may be transported to the Hilbert space, and we see that every abelian strictly cyclic algebra is an algebra of multipliers as described above.

\section{Substrictly cyclic algebras}

We assume now that $\mathcal{H}$ has a bounded abelian multiplication that may or may not be unital, a structure we call a \textit{Hilbert ring}. We again let $M_x$ denote the multiplier that corresponds to a vector $x \in \mathcal{H}$. The mapping $M : \mathcal{H} \to B(\mathcal{H})$ is still bounded, but it may not be bounded below. We will refer to the strong closure of the range of $M$ as a substrictly cyclic algebra. If $x$ is a generator in $\mathcal{H}$, then we will call $M_x$ a substrictly cyclic operator.

We will consistently use techniques of Banach algebra theory on our Hilbert ring $\mathcal{H}$, even though $\mathcal{H}$ is not technically a Banach algebra. This is not a problem, however, since there is an equivalent norm on $\mathcal{H}$ that does make it into a Banach algebra. One way to get such a norm is to unitize $\mathcal{H}$, after which the unital Hilbert ring will be isomorphic (as a Banach space) to its algebra of multipliers, which is a Banach algebra.

\textbf{Proposition 1} Assume that the operator $T$ is substrictly cyclic. Then there exists a strictly cyclic operator $S$ such that $T$ is the restriction of $S$ to a maximal invariant subspace.

\textbf{Proof.} Assume that $T = M_x$, where $x$ is a generator in $\mathcal{H}$. We adjoin a unit element to $\mathcal{H}$ in the traditional manner, defining a multiplication on $\mathbb{C} \oplus \mathcal{H}$ by

$$(\alpha, a)(\beta, b) = (\alpha \beta, \alpha b + \beta a + ab),$$

and refer to this as the unitization of $\mathcal{H}$. It follows that $T$ is the restriction of the strictly cyclic operator $M_{(0,x)}$ to the maximal invariant subspace $0 \oplus \mathcal{H}$. \hfill \Box

\textbf{Example 1} Let $\mathcal{H}$ be a Hilbert space with the trivial multiplication:

$$xy = 0$$

for every $x, y \in \mathcal{H}$. This example shows that the multiplier map can be zero, as far from injective as we can get. The unitization gives a strictly cyclic
algebra whose operators have the form
\[
\begin{bmatrix}
a & 0 \\
x & aI
\end{bmatrix},
\]
where \(a \in \mathbb{C}\) and \(x \in \mathcal{H}\). This is Lambert’s example in [9] of an abelian strictly cyclic algebra that is not singly generated.

We will need the following analogue of the well known fact that the compression of a strictly cyclic operator to a closed complement of an invariant subspace is strictly cyclic [6].

**Proposition 2** Assume that \(T\) is substrictly cyclic and \(\mathcal{I}\) is a closed ideal in \(\mathcal{H}\). Then the compression of \(T\) to a closed complement of \(\mathcal{I}\) is substrictly cyclic.

**Proof.** Assume \(\mathcal{M}\) is a closed complement of \(\mathcal{I}\) and let \(P\) denote the bounded idempotent that projects onto \(\mathcal{M}\) in the direction of \(\mathcal{I}\). Let \(x\) be a generator of \(\mathcal{H}\) such that \(M_x = T\). It follows that \(M_{x+I}\) is a substrictly cyclic operator acting on the quotient Hilbert ring \(\mathcal{H}/\mathcal{I}\). The mapping \(\Gamma\) that takes \(a \in \mathcal{M}\) to \(a + \mathcal{I}\) is contractive, and it has a bounded inverse, so it is a Banach space isomorphism. Thus we may endow \(\mathcal{M}\) with a bounded multiplication by using \(\Gamma^{-1}\) to carry the multiplication of \(\mathcal{H}/\mathcal{I}\) over to \(\mathcal{M}\). This done, we see that a generator is \(\Gamma^{-1}(x + \mathcal{I}) = Px\), and the fact that \(\mathcal{I}\) is an ideal gives us
\[
PM_x(a) = PM_{Px}(a)
\]
for every \(a \in \mathcal{M}\). Thus the compression of \(T\) to \(\mathcal{M}\) is the multiplier corresponding to the generator \(Px\).

\(\Box\)

**Example 2** Let \(e_i\) be an orthonormal basis of \(\mathcal{H}\) and define the multiplication coordinatewise:
\[
xy = \sum <x,e_i><y,e_i>e_i.
\]
Then \(\mathcal{H}\) is unital exactly when it is finite dimensional. In the infinite dimensional case, the unitization of this Hilbert ring is the strictly cyclic algebra studied in [7] and in [3]. In this example, the generators of the Hilbert ring are vectors with distinct (non-repeating) coordinates. The multipliers \(M_x\) \((x \in \mathcal{H})\) are the diagonal Hilbert-Schmidt operators, and with our terminology, the algebra of all bounded diagonal operators is the substrictly cyclic
algebra. The substrictly cyclic operators are the generators of the algebra of diagonal operators that are Hilbert-Schmidt. This example is actually a model for all of the normal substrictly cyclic operators, and it might be contrasted with the results in [1].

**Proposition 3** A normal operator is substrictly cyclic if and only if it is Hilbert-Schmidt with distinct eigenvalues.

**Proof.** We assert that every normal substrictly cyclic operator has an eigenvector. To see this, assume $\mathcal{H}$ is a Hilbert ring, $x \in \mathcal{H}$ is a generator, and $M_x$ is normal. The spectral radius of $M_x$ equals its norm, and is thus nonzero. Hence there is a multiplicative functional $y \in \mathcal{H}$ such that

$$<u, M_x^* y> = <xu, y> = <x, y> <u, y> = <u, <y, x y>>, $$

so $y$ is an eigenvector for $M_x^*$, and hence also for $M_x$.

Assume now that $\mathcal{E}$ is a maximal orthonormal set of eigenvectors for $M_x$; we will show it must be a basis. The subspace $\mathcal{E}^\perp$ is reducing for $M_x$, and by Proposition 2 the restriction of $M_x$ to $\mathcal{E}^\perp$ will also be a normal substrictly cyclic operator. If this restriction is not zero, then the restriction must have an eigenvector, contradicting the maximality of $\mathcal{E}$.

$\square$

We will say that $\mathcal{H}$ is a Hilbert ring *with approximate identity* if there exists a net $i_\lambda$ in $\mathcal{H}$ such that $i_\lambda x \to x$ for every $x \in \mathcal{H}$. If the multipliers $M_{i_\lambda}$ are bounded, we will say we have a *bounded approximate identity*, and if the multipliers are all contractions, we will say that we have a *contractive approximate identity*. It is often the case the an approximate identity is not bounded relative to the Hilbert norm on $\mathcal{H}$, but it can still be a bounded or contractive approximate identity with our definition.

**Example 3** Let $\mathcal{H}$ be $L^2(0,1)$, and define the convolution multiplication

$$f \circ g(x) = \int_0^x f(s)g(x-s),$$

which turns $\mathcal{H}$ into a Hilbert ring with approximate identity

$$i_t(x) = (1/t)\chi_{[0,t]},$$
where \( \chi_S \) denotes the characteristic function of the set \( S \) (see [8] p. 400).

This is a singly generated Hilbert ring, one of whose generators is \( \chi_{[0,1]} \) with the corresponding substrictly cyclic multiplier

\[
M_{\chi_{[0,1]}} f(x) = V f(x) = \int_0^x f(s) ds,
\]

the classical Volterra operator.

**Proposition 4** If \( \mathcal{H} \) is a Hilbert ring with approximate identity, then the corresponding substrictly cyclic algebra is maximal abelian. Moreover, if \( \mathcal{H} \) is singly generated with generator \( x \), then the strongly closed algebra generated by \( M_x \) and the identity is the same as the strongly closed algebra generated by \( M_x \).

**Proof.** Assume \( A \) commutes with every multiplier. Then \( AM_{it} = M_{A(it)} \) converges to \( A \) in the strong operator topology, so \( A \) is an element of the substrictly cyclic algebra. For the second assertion, note the the strongly closed algebra generated by \( M_x \) contains all of the multipliers, and in particular it contains \( M_{it} \), which converge strongly to the identity operator.

\[\square\]

We will say that a norm closed algebra \( \mathcal{A} \) has the **Kaplansky density property** if, given every contraction \( T \) in the strong closure \( \mathcal{A}^\text{sot} \) of \( \mathcal{A} \), \( T \) is a strong limit of contractions in \( \mathcal{A} \). We will say that a set of operators \( \mathcal{X} \) has the **Kaplansky density property** (or more briefly the **density property**) if the norm closed algebra generated by \( \mathcal{X} \) has it. If the set contains a single \( T \) and has the density property, then we say \( T \) has the density property.

If an algebra has the density property, then the strong closure must equal the weak-* closure. This is because the strong closure of an algebra equals the weak operator closure, and the weak-* topology coincides with the weak operator topology on bounded sets. Wogen gave an example in [16] of an operator \( T \) for which the strongly closed algebra generated by \( T \) is different than the weak-* closed algebra generated by \( T \), so this operator also gives an example of one that fails the density property.

**Proposition 5** If \( \mathcal{H} \) is a Hilbert ring with a contractive approximate identity, then the norm closure of the set of multipliers has the Kaplansky density property. In particular, if \( \mathcal{H} \) is singly generated, then the multipliers corresponding to the generators are substrictly cyclic operators with the Kaplansky density property.
**Proof.** If $A$ is a contraction in the substrictly cyclic algebra, then

$$AM_{it} = M_{A(it)}$$

are contractions converging strongly to $A$. 

□

Sarason proved in [13] that the algebra generated by the Volterra operator is maximal abelian. A simple proof of this result was later given by Erdos in [4], and slightly strengthened to show that the strongly closed algebra generated by $V$ is the same as the strongly closed algebra generated by $V$ and the identity operator. Erdos’ proof is given by Davidson in [2], where it is emphasized that the Volterra operator has the density property. We recapture all of these results as a corollary.

**Corollary 6** The Volterra operator $V$ has the density property, and the strongly closed algebra generated by $V$ is maximal abelian, hence equal to the commutant of $V$.

**Proof.** The approximate identity given in Example 2 is a contractive approximate identity, since $||i_t \circ x||_2 \leq ||i_t||_1||x||_2 = ||x||_2$ (see [11] page 322).

□

**Example 4** In [12] Sarason characterizes the invariant subspaces of $M_x + V$, where $V$ is the Volterra operator and $M_x$ is multiplication by $x$ on $L^2(0,1)$. He does this by using the Volterra operator to transport the problem to the algebra of absolutely continuous functions on the unit interval, and endowing the algebra with a norm in such a way that the Volterra operator becomes an isometry. After doing so, multiplication by $x$ on the algebra of absolutely continuous functions that vanish at zero is unitarily equivalent to $M_x + V$, so this is a substrictly cyclic operator. Instead of carrying the norm over to the absolutely continuous functions, we could carry the multiplication back to $L^2(0,1)$, where it takes the form

$$f \star g = (Vf)g + (Vg)f,$$

and when we do we see that $i_t(x) = (1/t)\chi_{[0,t]}$ is also an approximate identity for this ring. This time it fails to be a contractive approximate identity, but
it is a bounded approximate identity. We thus are able to get corollaries for this operator. In [15] Waterman worked with an algebra unitarily equivalent to this substrictly cyclic algebra and showed that it was maximal abelian, so our corollary recaptures this result and adds a little bit more.

**Corollary 7** The strongly closed algebra generated by $M_x + V$ equals the strongly closed algebra generated by $M_x + V$ and the identity, and this substrictly cyclic algebra is maximal abelian. Moreover, since the approximate identity is bounded, the weak∗ closed algebra generated by $M_x + V$ equals the strongly closed algebra generated by $M_x + V$.

### 3 Strongly closed ideals

We now set out to characterize the strongly closed ideals in the commutant of the Volterra operator. Let $\mathcal{H}$ denote the Volterra Hilbert ring, i.e. it denotes $L^2(0,1)$ with the convolution multiplication. The closed ideals in $\mathcal{H}$ are precisely the invariant subspaces of the Volterra operator, so they constitute a chain $\mathcal{I}_t$ with $0 < t < 1$, where $\mathcal{I}_t$ is the subspace of functions that vanish almost everywhere on $(0,t)$ (see [12]).

Let $\mathcal{A}$ denote the strongly closed algebra generated by the Volterra operator, and let $\mathcal{J}_t$ denote the strong closure of the set of multipliers $M_x$ with $x \in \mathcal{I}_t$. If $\mathcal{J}$ as any strongly closed ideal in $\mathcal{A}$, then $M^{-1}\mathcal{J}$ is a closed ideal in $\mathcal{H}$. If $A \in \mathcal{J}$ is a nonzero element, and $x \in \mathcal{H}$ is taken so that $Ax \neq 0$, then $AM_x = MAx \in \mathcal{J}$, and it follows that $M^{-1}\mathcal{J}$ is a proper ideal, i.e. that

$$M^{-1}\mathcal{J} = \mathcal{I}_t$$

for some $t \in (0,1)$. It is clear that $\mathcal{J}_t \subseteq \mathcal{J}$, and since $M_{A_it}$ converges strongly to $A$ we see that

$$\mathcal{J}_t = \mathcal{J},$$

so every strongly closed ideal is of the form $\mathcal{J}_t$.

If $S \subseteq \mathcal{H}$, then we denote its annihilator ideal by $\text{ann}S$, and it is defined by

$$\text{ann}S = \{ x \in \mathcal{H} : xy = 0 \text{ for all } y \in S \}.$$  

The annihilator ideal of a subset of $\mathcal{A}$ will be denoted in the same way. Notice that, for every $t \in (0,1)$,

$$\text{ann}\mathcal{I}_t = \mathcal{I}_{1-t} \text{ and } \text{ann}\mathcal{J}_t = \mathcal{J}_{1-t}.$$
and the map that takes $I_t$ to $J_t$ is injective. More generally, one sees that $A \in J_s$ and $B \in J_t$ implies $AB \in J_{s+t}$, if we adopt the convention that $J_t$ is the zero ideal when $t \geq 1$. We record these observations in our final

**Proposition 8** The strongly closed ideals of the commutant of the Volterra operator form a chain $J_t$ with $t \in (0,1)$ such that the annihilator of $J_t$ is $J_{1-t}$. In particular, each ideal consists entirely of nilpotents, $J_{1/2}$ consists entirely of square zero nilpotents, and a nilpotent of any order $n$ may be found in an appropriate ideal.
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